Abstract— In this paper an error recovery mechanism for SRAM based FPGA systems is presented. Previous recovery methods employ processor cores as a reconfiguration controller consuming notable amount of device resources and introducing additional error detection and recovery latency. The described mechanism is controlled by a finite state machine architecture providing small hardware overhead and short recovery latency. However, it can also be used as a countermeasure to fault attack of fault-tolerant secure devices.
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I. INTRODUCTION

SRAM-based FPGA devices are increasingly being used for implementing embedded applications used as a part of a mission-critical and reliable system. The main advantage of FPGAs is their high reconfigurability, which enables fast prototyping, flexible functionality through partial reconfiguration, on-site hardware upgrades, and on-site configuration recovery. Due to the increasing integration density FPGA devices are getting more susceptible to faulty behavior, caused by cosmic or artificial radiation [1-3]. Such faults are modeled as Single Event Upsets (SEUs). While radiation is a major concern in space [4], systems in avionics and on ground level are less exposed to it because of the planetary atmospheric and magnetic radiation shield. However, experiments [1-2,5] showed that with increased density of integrated circuits the neutron particles present in the atmosphere are also capable of producing SEU.

The Single Event Upset is a change of logic state caused by the radiation. It is a result of the free charge created by ionization in the node proximity. While such errors are typically transient they can cause a bit flip in the device memory.

SRAM FPGA devices are programmable logic devices using the SRAM memory for storing the configuration. While SRAM memory enables the effortless and rapid prototyping, they are especially vulnerable to SEUs. Thus it is imperative that FPGA based applications, where high reliability is required, include mechanisms that can easily and quickly detect and correct SEUs.

Many techniques have been developed to protect critical systems on SRAM FPGAs against SEU [6]. At the design level of the FPGA these techniques are classified as error mitigation techniques which prevent SEU to disturb the normal operation of the target design, and error recovery techniques that recover the original programmed information in the FPGA configuration memory after an upset.

Some error mitigation techniques use time redundancy but they are effective only against transient faults. The most common error mitigation techniques employ hardware redundancy like Triple Modular Redundancy (TMR) and Error Correcting Codes (ECC). In the case of TMR, design logic is triplicated and a voter is used to identify the correct value [7-10]. Since the voter is also vulnerable to upsets an improved TMR strategy for FPGA was developed [7]. The voters are triplicated and implemented using dedicated FPGA logic resources. TMR can be distributed over reconfigurable modules and when the voter detects a fault the faulty module can be recovered by a partial reconfiguration. A controller for managing the reconfiguration was proposed by [11].

Error Correction Codes (ECC) [12] are also used to mitigate the SEU in integrated circuits. Different ECC are used to protect systems against single and multiple errors. The most common ECC are Hamming codes and Reed-Solomon codes. ECC are mostly used to protect memories of the systems.

The error recovery techniques in SRAM FPGAs are also known as configuration scrubbing. The basic principle of this method is to use partial reconfiguration to recover errors within the FPGA configuration memory. Depending on which FPGA configuration interface is used to reconfigure the device, the scrubbing techniques are classified as external and internal. The external scrubbing techniques use external configuration ports (i.e. JTAG, SelectMap). They require an external radiation hardened scrubbing controller (processor [13], or FPGA [14]) and external radiation hardened memory to store the so called "Golden copy" of the FPGA configuration bits. The internal error recovery techniques use internal configuration interface to access the configuration memory of the FPGA. Scrubbing is also controlled internally and the controller usually consists of an embedded microprocessor [15-18].
The error detection-and-recovery mechanism should be fast in order to reduce the system recovery latency. Besides, since it is implemented with similar FPGA resources as the target application, the mechanism itself is subject to errors. It is therefore imperative that its hardware overhead is as small as possible.

This paper summarizes the results of the development of a novel internal error detection-and-recovery mechanism [19]. This approach outperforms existing recovery mechanisms in terms of speed as well as in minimizing the hardware overhead. It can be implemented using different error mitigation techniques to achieve required degree of the system reliability. The error recovery mechanism with accompanying error mitigation techniques are evaluated using a specially designed fault-emulation environment that allows the injection of faults into specified FPGA resources. The mechanism has been originally designed for mission critical applications with a required level of fault tolerance. However, it can also be used as a countermeasure to fault attack of fault-tolerant secure devices. Faults injected by an attacker are repaired and consequently do not manifest at the output.

II. SINGLE EVENT UPSETS IN SRAM FPGA

FPGA device is an integrated circuit that consists of an array of logic blocks, interconnection networks, and configuration memory. The configuration memory controls the behavior of each logic block as well as the connections in the interconnection networks. Changing the content of the configuration memory different logic circuits can be implemented on such array.
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In the Xilinx FPGA the configuration memory is organized as a matrix of configuration frames. More detailed structure of the FPGA configuration matrix is depicted in Figure 1. A configuration frame is the smallest reconfigurable part of a FPGA device. The size of the configuration frame in Xilinx Virtex 4 and Virtex 5 FPGA family is 41 words or 1312 bits.

The whole column of configuration frames in the configuration matrix corresponds to a single type of the FPGA resources: Configuration Logic Blocks (CLBs), Block RAMs (BRAMs), and DSPs. The number of configuration columns of each type of the FPGA resources varies with the family and size of the FPGA device.

The frame is identified by the frame address. The frame address is composed of top/bottom bit, major address identifying the column, the row, and the minor address identifying the frame within the row.

The configuration memory of the SRAM based FPGA is susceptible to the SEUs. The SEU can cause the change in a bit of the configuration frame that corresponds to a particular FPGA resource. It may correspond to internal memory of the FPGA device (BRAM), or to the DSP block (e.g. multiplier), or to the Configurable Logic Block (CLB), comprising Look-Up Tables (LUT) and flip-flops, or to the internal routing.

The changed configuration bit may manifest as an altered device. However the user design does not occupy whole FPGA and even when the affected bit corresponds to the used resource its effect might be masked. The configuration bits that correspond to the used FPGA resources are considered potentially critical.

A SEU can also affect other non-configurable parts of the FPGA device like Power-On-Reset circuit (POR), SelectMap or Internal Configuration Port (ICAP), Digital Clock Managers (DCMs), or global signals (Global Wire Enable, Global 3-State, etc.). Such faults can cause regional or device wide failure.

III. ERROR RECOVERY MECHANISM

The errors in the FPGA configuration memory can be recovered by the reconfiguration. The straightforward approach is to reconfigure the whole device however such approach requires long configuration time and is inefficient. The alternative is to reconfigure only the affected portion of the configuration using partial reconfiguration. The reconfiguration can be implemented using external reconfiguration port (either SelectMap or JTAG) and controller, or using internal configuration port (ICAP) and internal reconfiguration controller. The fault-free configuration can be stored externally in the nonvolatile memory or the reconfiguration content can be determined if the error location is known.

A. Error detection and recovery method

In Xilinx Virtex 4 and Virtex 5 FPGA families each configuration frame contains an Error Correction Code (ECC) signature. ECC signature consists of 12 parity bits that can locate single bit fault within the frame and detect double bit faults. The error within the frame can be determined by comparing the stored ECC signature with the newly calculated ECC. The comparison is called the syndrome value. First 11 bits of a syndrome value identify the location of a single erroneous bit within the frame while the last bit indicates the presence of a double error in the frame.
Xilinx Virtex 4 and Virtex 5 FPGA families have an embedded ECC circuit that calculates a frame syndrome value during the read-back of the frame. The Table 1 summarizes possible syndrome values and the corresponding error status.

<table>
<thead>
<tr>
<th>Syndrome bit 11</th>
<th>Syndrome bits 10 to 0</th>
<th>Error status</th>
</tr>
</thead>
<tbody>
<tr>
<td>S[11]=0</td>
<td>S[10:0]=0</td>
<td>No error</td>
</tr>
<tr>
<td></td>
<td></td>
<td>S[10:0] location</td>
</tr>
</tbody>
</table>

The error in the FPGA configuration memory can be detected by continuously reading configuration frames and monitoring the syndrome value. When the syndrome value is non-zero there are two possibilities:

1. Single fault is detected and the original frame content can be restored using syndrome value.
2. Double fault is detected and the original frame cannot be restored. To recover the affected device the frame must be restored using externally stored fault free configuration.

B. Error recovery mechanism implementation

Proposed error recovery mechanism consists of an Internal configurations Port (ICAP), a frame ECC device, one dual-port Block RAM (BRAM) and control logic. Its architecture is depicted in Figure 2.
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Fig. 2. The error recovery mechanism architecture

The FPGA device can be reconfigured by applying configuration commands in the configuration registers of the device. The ICAP device has a direct access to these registers and it is used for both reading and writing the content of the configuration frames.

The command sequences for both reading and writing of configuration frame are predefined and stored in the Block RAM. During the iteration an address of the current frame is determined and inserted in the read command sequence. The sequence is then transferred to the configuration registers by using ICAP device.

The frame ECC device is used to detect and locate configuration errors within the frame content. It works in parallel with the ICAP device during the read operation. While ICAP device reads the frame content the frame ECC device calculates the syndrome value.

The internal Block RAM is used to store the configuration command sequences as well as the content of the current configuration frame, which is used for error recovery if the frame is faulty. Since BRAMs are also susceptible to SEUs, strengthen BRAM configuration with internal ECC option is used.

The control logic monitors error detection process and triggers the frame reconfiguration, if an error is detected. When double error is detected an external alarm is triggered. External alarm can be used for external reconfiguration of the device. It consists of a Finite State Machine (FSM), a frame address register, and error detection logic. The frame address register holds major address, top/bottom bit, row, and minor address and its value is updated when frame address is needed. The error detection logic examines the syndrome value, and corrects the frame content in the BRAM and triggers the reconfiguration if an error occurred.

C. Error recovery mechanism operation

The operation of the error recovery mechanism is controlled by a Finite State Machine (FSM) depicted in Figure 3.
The recovery process starts in the state Start, where internal registers and signals are initialized.

In the state Readback the reading of the current frame register is initiated by issuing the readback commands with current frame address.

In the state Check Frame the syndrome value of current configuration frame, determined by the frame ECC device is inspected by the error detection logic. SYNDROMEVALID signal indicates the completion of the frame check operations. There are several options depending on the syndrome value:

1. The syndrome value is zero. This indicates that current frame is fault free. If the current frame is the last frame of the FPGA device, the register is initiated to the first frame, otherwise the frame address is incremented to the next frame address. The next frame read is started in Readback state.

2. If a single error is detected the erroneous frame is read in the state Read and its content stored in the BRAM. According to the syndrome value the frame is reconfigured with the corrected content in BRAM in the Correct frame state. Additional Check Frame is initiated. In the case of two consecutive failures of the same state, the mechanism switches to Stop state where an alarm is triggered.

3. In the case of double faults the error is detected but cannot be corrected. The mechanism switches to the state Stop, where an alarm is triggered.

In the case of multiple errors the operation of the mechanism is unreliable. However, the probability of multiple errors in the same configuration frame is negligible.

IV. HARDWARE IMPLEMENTATION COMPARISON

The internal error recovery mechanism was implemented using Virtex 4 and Virtex 5 FPGA families. The hardware overhead as well as the error recovery time of our error recovering mechanism was compared with other reported mechanisms.

The implementation in Virtex 4 FPGA family was compared with the error recovering mechanism described by Heiner et al. [16]. The comparison is presented in Table 2.

<table>
<thead>
<tr>
<th>Virtex 4 XC4VLX15</th>
<th>Our mechanism</th>
<th>Heiner et al. [16]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slice</td>
<td>176</td>
<td>736</td>
</tr>
<tr>
<td>Flip-flops</td>
<td>118</td>
<td>680</td>
</tr>
<tr>
<td>BRAM</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Worst-case Error detection time</td>
<td>1.477ms</td>
<td>~1.5ms</td>
</tr>
<tr>
<td>Worst case Error correction time</td>
<td>2µs</td>
<td>~24.0ms</td>
</tr>
<tr>
<td>Worst-case Error recovery time</td>
<td>1.479ms</td>
<td>~25.5ms</td>
</tr>
</tbody>
</table>

The controller of their error correction mechanism is 8 bit PicoBlaze microprocessor. While PicoBlaze microprocessor requires relatively little FPGA resources, it is still significantly bigger than our FSM controller. On the other hand a microprocessor offers additional features, like easier monitoring and debugging through communication devices. While such features ease the development of the system, they require additional FPGA resources which in turn reduce the reliability of the recovery mechanism.

The error detection is performed using a device readback and achieve comparable error detection time, however they do not have the address of the erroneous frame. Therefore, when an error occurs, they have to perform an additional frame by frame check to determine the location of the error. This leads to a large error correction time.

The Virtex 5 implementation was compared to the Xilinx error recovery mechanism described by Chapman [17]. The results are shown in Table 3.

<table>
<thead>
<tr>
<th>Virtex 5 XC5VLX30</th>
<th>Our mechanism</th>
<th>Chapman [17]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slice</td>
<td>72</td>
<td>172</td>
</tr>
<tr>
<td>Flip-flops</td>
<td>115</td>
<td>321</td>
</tr>
<tr>
<td>BRAM</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Worst-case Error detection time</td>
<td>2.261ms</td>
<td>2.261ms</td>
</tr>
<tr>
<td>Worst-case Error correction time</td>
<td>2µs</td>
<td>125µs</td>
</tr>
<tr>
<td>Worst-case Error recovery time</td>
<td>2.263ms</td>
<td>2.386ms</td>
</tr>
</tbody>
</table>

The controller of the Xilinx error correction mechanism is 8 bit PicoBlaze microprocessor and occupies about three times more FPGA resources than our mechanism.

Virtex 5 devices have an additional dedicated device readback CRC which can perform a continuous readback of the FPGA device. The recovery mechanism [17] employs readback CRC device to detect errors and the error-detection time is the same as error-detection time of our recovery mechanism. However the error correction time is four times longer since it is controlled by 8-bit PicoBlaze processor in contrast to our 32-bit architecture.

V. FAULT EMULATION EXPERIMENT

In order to assess the reliability of the proposed recovery mechanism an error emulation environment was developed. Bit-flip errors are injected into the configuration memory of the targeted bit of the FPGA configuration. This is achieved by dynamic partial reconfiguration with a circuit similar to our error-recovery mechanism. It is additionally connected to the external computer, which controls the placement of the bit-flip error and gathers information of the error recovery. This error injection approach enabled us to inject configuration faults at a precise location within the FPGA configuration memory.
The fault emulation experiment was performed by placing both fault injection circuit and error recovery mechanism in the target FPGA device. Additional measures have been taken in order to prevent simultaneous access to the FPGA reconfiguration registers. The hardware structure of the fault emulation and error recovery mechanism assessment is given in Figure 4. The computer behaves as a fault emulation controller, external memory, and external reconfiguration device. It also acts as an external watchdog timer for the error recovery mechanism.

Faults are injected only into the configuration memory of the FPGA device which corresponds to the error recovery mechanisms. Errors in other parts of the configuration memory do not affect the operation of the error recovery mechanism and are corrected during configuration memory recovery cycle. Furthermore only single recovery cycle is performed since the error should be detected and repaired in first cycle.

The fault emulation process starts by configuring the FPGA device with fault injection mechanism and fault-free error-recovery mechanism, which is being stopped. Then following steps are performed for each fault from the fault list:

- Fault is injected into error-recovery mechanism configuration memory via fault injection circuit.
- The error-recovery mechanism is started and it stops after its repair cycle finishes. Depending on how injected fault affects the performance of the error-recovery mechanism, there are following situations:
  - The error-recovery mechanism works correctly and the error is corrected. This is detected by external watchdog timer, which is reset. The fault injection mechanism verifies that the fault was corrected. The computer logs the result and the fault emulation proceeds with the next fault from the fault list.
  - The error-recovery mechanism fails, but the failure is detected by the watchdog timer. Error-recovery mechanism did not complete the recovery cycle and the watchdog timer was not reset. Such failures are still manageable by the error-recovery mechanism if an external watchdog timer is added. The computer logs the result and reconfigures the error-recovery mechanism using stored partial configuration image. The fault emulation proceeds with the next fault from the fault list.
  - The error-recovery mechanism fails, however the failure is not detected by the watchdog timer. This indicated that error-recovery mechanism completed the recovery cycle and reset the watchdog timer, but it didn’t correct the failure. The situation is detected by fault-injection mechanism and logged by the computer. The computer reconfigures the error-recovery mechanism from stored partial configuration image since the error-recovery mechanism could introduce additional fault into its configuration. The fault emulation proceeds with the next fault from the fault list.

A. Fault-emulation results

Fault emulation experiment was performed on Virtex 5 XC5VLX110T device. In the fault-emulation experiment 181056 faults were injected into 138 configuration frames occupied by error-recovery mechanism. Only 9177 faults affected the operation of the error-recovery mechanism. 719 of undetected faults can be further detected and corrected by an external watchdog timer and external reconfiguration device. These faults were further classified by their corresponding type of the FPGA resource. The results of the fault-emulation are presented in Table 4.

<table>
<thead>
<tr>
<th>181056 injected faults</th>
<th>Unrecoverable Errors</th>
<th>Detected by watchdog</th>
</tr>
</thead>
<tbody>
<tr>
<td>Routing</td>
<td>7180</td>
<td>554</td>
</tr>
<tr>
<td>LUT content</td>
<td>1429</td>
<td>122</td>
</tr>
<tr>
<td>CLB configuration</td>
<td>509</td>
<td>37</td>
</tr>
<tr>
<td>BRAM configuration</td>
<td>59</td>
<td>6</td>
</tr>
<tr>
<td>Whole mechanism</td>
<td>9177</td>
<td>719</td>
</tr>
</tbody>
</table>

VI. CONCLUSIONS

An error recovery mechanism for SRAM based FPGAs was developed. It is controlled by a finite state machine architecture providing the smallest reported hardware overhead and minimal recovery latency. The efficiency and performance of the proposed mechanism was evaluated by a fault evaluation environment.

The error recovery latency of the proposed recovery mechanism is large and may not provide an efficient countermeasure to fault attack by itself. However with the combination with error mitigation techniques like TMR it can enhance their resilience. In fact, error mitigation techniques do not eliminate faults in the system. If faults accumulate within a certain time interval the mitigation mechanism may not sustain proper system operation. In order to prevent this, error recovery mechanism is employed.
The reported latency of the error recovery mechanism corresponds to scrubbing the whole FPGA device. If only one part of the FPGA device is mission critical the latency can be reduced by scrubbing only the critical parts of the system.
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